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Abstract 
There are many complex data in social networks that can be combined into large data 

sets which can be accessed. Large amounts of data require more storage and increase the 

computed summary costs. The need to know how to use data effectively and to extract 

information from reduced data that has the same information as super data before being 

reduced. the first thing to do is to convert any unstructured data into structured data 

utilizing the greedy randomized method, the data can be grouped and combined with 

other data in its vicinity, and the size of the data can be reduced because the node (user) 

grouping as a linked pair and is formed the best node around it. This paper presents how 

to use the minimum description length, as information theory to provide solutions in the 

model selection problem and apply it in a greedy randomized algorithm that can group 

unstructured data to reduce data size and provide visualization of the relationship 

between nodes and how accurate and faster greedy randomized would reduce and 

combined data into simple link nodes. 

 

Keywords: Social networks, Greedy randomize, Structured data, Unstructured data, 

Minimum Description Length. 

 

1. Introduction 
Social networks are built from a large number of complex data sets, these data sets 

produce large network sizes, requiring a large server choice to access this data to be faster 

and more accurate. In this case, it causes problems inefficiency in managing data. 

Facebook, Twitter, and many popular social networking sites serving millions even 

billions of users all at once assumed this information from every user as node (user) and 

edges (their friend list). Mining social media network graphics could provide valuable 

information about user behavior relationship such as hobbies, what they like, 

communities, or other activities of users who has similar interests. A common theme on 

all social networks is a large graph of nodes and edges, millions and even billions. the 

challenge is to make large graphic visualizations of billions of nodes and edges that can fit 

into one screen. In addition, developing an algorithm that can scale giant charts is another 

non-trivial challenge, especially for making graphs that must be compressed into main 

memory [11]. To overcome that problem, use a greedy randomized method to manage 

account data on social media such as Facebook and Twitter into structured data and to a 

grouping that data with specific rules to create simple methods for grouping data and 

minimizing storage. 
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2. Research Methodology 
2.1. Definition Of MDL 

Minimum Description Length is a method for summarizing and giving general 

solutions to selection model problems, every data that represented in MDL can 

utilize to reduce another data with a symbol (nodes and edges), observe that MDL 

theory is how to decode some data into a single "universal” representative model 

and permits the decoder to construction the code [4].  

In the graph, MDL creates a simple connection that represented every problem 

based on statistical success data even there are have error data. More simple models 

that could represent more problem is the best, in this method the greater resulting 

code length is from the closer degree of the data, and the data will be optimal in 

distribution, in that case, MDL could be easy to utilize in modeling social network 

graph, MDL representation of the original graph to reduce the data for given a set of 

minimum data in a graph. 

 

2.2. MDL Representation  

(R) = | ES | + | C |                   (1) 

G represents graph input data, S as summary theory, and C correction which 

represents data encoding in terms of theory.  Defines representation of cost in R = 

(S, C) as a summary of the storage cost two components, namely, (R) = | ES | + | C |, 

(assume to overlook the cost of stored Av mapping for super v ∈ VS node because 

in general, it will be smaller than the storage cost of the ES and C edge sets) [14].  

In expressing costs, the first term | ES | according to (A) and second term | C | 

corresponds to (B). Thus, R = (S, C) shows a representation of minimum cost, then 

the MDL theory says that S is the best summary of the graph. In another word, R 

besides being the most compression representation of the graph, also contain S, 

which is the best graph summary. Refers to a representation of the minimum cost R 

as a Minimum Description Length represented [9] [10]. 

In this case, edges determinate ES and C, the result of representation cost (R), is 

determined solely based on the super-node which containing in VS. To understand 

how it is calculated to define VS, assume there are two super-nodes u and v. Define 

(u, v) as a determinant of pairs (a, b), so ∈ Au and b ∈ Av, this determinate 

represented all possibility G edges that might exist between super-nodes. Next, let 

(A u v ⊆ u v) become the actual edges that determinate original graph G (A u v = u 

v ∩ EG) [3]. 

Currently, there are two ways of encoding in (A u v) utilizing correction and 

summary structures. In the first step, add super edges (u, v) to S and (u v – A u v) 

edges to represent the negative correction C, second step, add edges to the (A u v) 

set as a positive correction C. The memory that is needed for these two alternatives 

are (1+ | u v – A u v |) and | A u v |, only select the one which has smaller memory 

requirements to encode (A u v) edge. 

Based on that theory, representing cost of determinate (A u v) edges between 

super-node u and v is (c u v = min {| u v | - | A u v | +1, | A u v |}). Furthermore, 

super edge (u, v) would be present in a summary graph of S if (A u v) > (| u v | + 

1)/2, then selected according to positive and negative corrections. Given VS super -

node set the cost of its representation would be calculated each pair of super -nodes 

and made a simple choice as described above [1]. 

 

2.3. Algorithm Representations 

Based on Minimum Description Length representation there are two types of 

algorithms. The first algorithm, Greedy randomized, combines node nodes iteratively with 

the best nodes that provide maximum cost reduction to become super-nodes. The second 
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algorithm, Randomized, is a method that randomly combines with the best node pairs 

globally around it [6] [13]. 

Optimal data distribution is seen in how close the node is, the greedy pairs of random 

links would combine from random data to make the best node dominant in visualization. 

the greedy randomized result will not allow the data reduce into smaller data more than 

greedy. 

 

2.4. Randomized Algorithm  

Randomized is a random scheme which is a very mild random merging procedure. 

A randomization algorithm is a way to concatenate vertices that are randomly 

selected around them to create the best node pair, the motive of this scheme is to 

exchange the computing summary costs to reduce computational complexity and to 

reduce execution time for fused nodes. 

Compared to the Greedy randomized algorithm, it can merge nodes faster, 

because it randomly chooses every node in the vicinity and combines it with the best 

node, and allows it to scale very large inputs around it [8].  

The Randomized algorithm is not compact as Greedy randomized. Randomized 

makes it possible to reduce the node to its maximum size as Greedy randomized 

(note: Randomized cannot reduce the data smaller than Greedy). The random 

iterative algorithm combines one node to form a set of super-nodes and is divided 

into two types, (U) stands for un-finished, and (F) stands for finished. The finished 

type is tracking nodes that do not provide cost reductions with other nodes (( -) 

negative values for all pairs contained), meanwhile, the unfinished type, includes 

the remaining nodes which are considered combined by a Random algorithm.  

At first, all nodes are unfinished. In every step, randomly select the node from U, 

represented by u, then found node v, it represents s (u, v), largest pairs that contain 

u. If combining the nodes provides a positive cost reduction, then combining them 

into (w) super-nodes. The next steps remove u and v from VS (and U) and add (w) 

to VS (and U). However, it must combine with another node if it has a negative 

result [2]. 

. 

3. Results and Discussion 
3.1. Testing Purpose 

The purpose of reducing data social networks with the randomized algorithm is [3]: 

a) To analyze the result of implementation graph reduction data based on a 

randomized algorithm. 

b) To analyze the graph data from the stage in the super-node before merging in the 

vicinity to the node that merges and reduces the data into a small graph.  

c) To analyze the visualization of those represented from the graph. 

In this paper, the system for reducing data is using the MDL method. To analyze and 

evaluate the performance of the graph model using a randomized algorithm. Sample data 

for testing is dataset SNAP [15], from the data the reducing process will produce 

compressed data in a graph model. 

Below is SNAP data from Facebook as a sample: 

 



International Journal of Information System & Technology 

Akreditasi No. 158/E/KPT/2021 | Vol. 5, No. 6, (2022), pp. 640-645 

 

643 

 
Figure 1. Facebook Dataset 

 

For the implementation, it utilizes phyton as a programming language dan gephy to 

visualization the pair of merges from the node. Every data processed by a randomized 

algorithm produce a graph that represents the real graph in comparison with time, 

compression ratio, and cost. 

 

 
Figure 2. Greedy Randomized result from the Facebook dataset 

 

In this stage create the visualization from social network data that reduced and utilizes 

randomized algorithm, the graph below shows us the differences of the graph before 

reducing the merge and after utilizing a randomized algorithm. 

 

 
Figure 3. Visualization Original Graph 
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Figure 4. Graph summary after utilizing greedily randomized 

 

  From the experimental data set, the number of edges affects the runtime execution that 

system needs to create a summary. How long the time that is needed to create the graph 

summary depends on how many edges on the graph with the big amount of data increase 

the average degree of the graph. Based on the experiment, the query result in the greedy 

randomized system has different nodes in neighbor node between the first graph and the 

graph result on every level of depth from the graph, because there is lost information or 

unconnected edge to the vicinity in the process of the merge to create a single dominant 

node. 

 

4. Conclusion 
The result from analyzing and testing with the randomized algorithm on social network 

data. Social networks are a complex problem but they can reduce the visualization using a 

greedy randomized algorithm and show us the dominant data in the super-node, utilizing 

minimum description length (MDL) and a greedy randomized algorithm could produce a 

represented graph that is compact as a greedy algorithm. Reducing data use a randomized 

algorithm is faster than greedy because sorting data randomly select the node in the 

vicinity. 
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