OSTnta International st fe ormation Sys
0 Akreditasi No. 158/E/KPT/202% |-Vol. 8, No. 3, ( )

Customer Loyalty Classification with Compari
C4.5, and KNN Methods

Embun Fajar Wati', Elvi Sunita Perangin-Angin?, Luthfi Indriyani®
L23Universitas Bina Sarana Informatika, Indonesia
Email: embun.efw@bsi.ac.id*, elvi.evt@bsi.ac.id?, luthfi.lfy@bsi.ac.id®

Abstract

Customer loyalty is indispensable for the survival of a company. Customer loyalty
needs to be maintained in order to return to visit and transact with the Company.
Customer data consisting of age, annual income, purchase amount, region, purchase
frequency, and loyalty score features can produce new information, namely analyzing
customers who have high loyalty. Data processing is carried out using three data mining
algorithms, namely Naive Bayes, C4.5 or Decision Tree, and KNN. The stages carried out
in data processing consist of data selection, preprocessing, transformation, and
modelling. The customer data used amounted to 238. Modelling is carried out using
Rapid Miner Software. Customer loyalty classification can be easily done with the three
algorithms, namely Naive Bayes, and C4.5 or Decision Tree, and KNN which is validated
by the 10-fold cross-validation method so as to produce the highest percentage of
accuracy and the similarity of the accuracy value of the Naive Bayes and C4.5
algorithms, which is 96.67%. In the AUC value, it can be seen that the Naive Bayes
algorithm is superior to the C4.5 algorithm or Decision Tree and KNN. The result of the
highest AUC value is 0.997, the highest precision percentage is 98.92% achieved by the
Naive Bayes algorithm. The result of the highest recall percentage is C4.5 of 100%. The
results of the AUC value and accuracy percentage on the three algorithms prove that the
performance of the three algorithms is very good.
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1. Introduction

The rapid development of technology, information systems, and science has resulted in
increasingly fierce competition in the business world. In the business world, customers
are the main asset [1]. Companies must strive to survive, one way is to maintain customer
loyalty. Data mining techniques can be used to predict customer loyalty [2]. Loyalty is a
firmly held commitment to repurchase or subscribe to products and services in the future
despite situational influences [3].

Consumption patterns or loyalty have several factors that affect it. To find out
consumption patterns or loyalty, the variables used are income, shopping habits such
as shopping frequency and the amount of shopping in a certain period of time [4].
Factors of consumer shopping habits can affect purchasing decisions or customer
loyalty [5]. This information allows for a comprehensive analysis of how these
factors affect consumer shopping decisions which can affect customer loyalty [6].
The study also analyzes the influence of factors such as age, revenue level, and
transaction frequency on customer loyalty through feature interest analysis. The
proposed machine learning approach offers valuable insights for companies to
identify and target loyal customers, thereby enabling effective customer relationship
management and improved business performance [7].

This research begins the search to estimate the likelihood of returning customers
to transact through machine learning, i.e. data mining [8]. Data mining is a method to
find knowledge in a large enough pile of data by the process of digging and analyzing a
very large amount of data in obtaining something true, new and useful so that a pattern or
pattern can be found in the data [9]. Data mining can be used to predict customer loyalty.
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Customer loyalty predictions are useful for identifying custom
of their customers' competitors [10]. A regular customer will bu ,
thus generating revenue for several years, and providing the cofipany with a reiatlvely
stable position in the market [11]. .

Because loyal customers make more profits, this study aims o classify customers
and their loyalty [12]. The process and results of this research are targeted to build
various machine learning models to predict customer loyalty [13]. The purpose of
this clustering is to get a segmentation of users who have different Customer
Lifetime Values. Another purpose of this classification is to predict new users into
the user segmentation obtained as a result of its grouping [14]. By using the data
mining method, the results obtained from data processing are able to provide
important information for companies to group customers that must be prioritized
[15].

The methods used in customer loyalty classification are naive bayes, C4.5, and
KNN. The naive Bayes method has advantages, including being able to predict
based on concrete data, so that the results obtained can be accounted for and used
for future predictions [16]. This C4.5 algorithm is able to handle categorical and
numerical data, and has the ability to select relevant attributes for decision-making
[17]. KNN (K-Nearest Neighbor) is a powerful data classification technique that
involves searching for similar cases by calculating the proximity between new and
old cases using matching weights [18].

The features used in this study are age, annual income, purchase amount, region,
purchase frequency, and loyalty score. These features will be processed by the KNN
(K-Nearest Neighbor) algorithm, Naive Bayes, C4.5 [19]. The performance
comparison of the three algorithms aims to measure the accuracy and execution time
of each algorithm to get the best algorithm to be applied [20].

2. Research Methodology

In this study, 3 data mining algorithms will be used, namely KNN (K-Nearest
Neighbor), Naive Bayes, and C4.5 or commonly known as Decision Tree. The three
algorithms will be evaluated by comparing the results with the confusion matrix values,
namely accuracy, precision, recall, and AUC values.

a) Naive Bayes is the most excellent search for probability values and is one of the
algorithms of the classification type. This method was chosen because it is easy
to apply to work independently, that is, a feature in a data is not related to the
presence or absence of other features in the same data [19].

b) C4.5 or Decision Tree is one of the algorithms of the classification type that can
produce an easy-to-understand decision tree model (pattern) [19].

c) KNN (K-Nearest Neighbor) is a classification of objects that are very close to each
other and require training information called supervised procedures [19].

Final data processing using Rapid Miner software. The stages in processing raw data
into data that has new information commonly called data mining can be described below.
a) Data Selection

Data is collected from https://www.kaggle.com/ website. This data totals 238 with
five features, namely age, annual income, purchase amount, region, purchase
frequency, and loyalty score.

b) Preprocessing
This stage is the process of cleaning the data by eliminating duplicates, errors, and
ensuring proper validation rules. Incomplete or incorrect data will be replaced or
deleted. The data totaling 238 was obtained completely and there were no
duplications or errors, so that the data was used by all.

¢) Transformation
Features that are still numerical are transformed into 2 options in table 1.
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Table 1. Data Transformation °

Age Teenager | <=25
Mature >25
Annual income Big >=50.006 |.
Small <50.000
Purchase amount Much >=500
Less <500
Purchase frequency | Often >=15
Seldom <15
Loyalty score Loyal >=5
Not loyal | <5

d) Modelling
The data used in this modeling process is data training and data testing that has gone
through a data transformation process so that it is ready for the data mining process.
After going through the data selection process, the data must then be filtered to find
out which attributes can affect customer loyalty, which is referred to as target data.
The target data contains relevant attributes and supports the data mining process for
customer loyalty classification.

3. Results and Discussion

The data used in this study was 238 customers taken from https://www.kaggle.com/.
The data used for training and testing with 10-fold cross-validation is divided into 10
parts of the data or subsets of the same size. It was repeated 10 times in the training and
testing process.

The data processing in this study uses Rapid Miner software version 10.3.001. The
input variable or feature consists of 5 variables, including: age, annual income, purchase
amount, region, and purchase frequency. Meanwhile, for labels, the loyalty score feature
is used. Customer data can be seen in the following table 2.

Table 2. Customer Data

Age Annual Purchase Region Purchase Loyalty
Income Amount Frequency Score
teenager small less North seldom not loyal
mature big less South often loyal
mature big much West often loyal
teenager small less East seldom not loyal
mature small less North seldom not loyal
mature big less West often loyal
mature big less North often loyal
mature big much South often loyal
mature big less West often loyal
mature big less North often loyal

The proposed process model based on the customer loyalty dataset in table 2 using
Naive Bayes, C4.5 or Decision Tree, and KNN algorithms can be seen in the following

figure 1.
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Figure 1. Process Model

T-Test

In the process model, there is a training and testing model that is carried out. The
training and testing model of customer loyalty data processing using the naive bayes,
C4.5, and KNN methods can be seen in figure 2.
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Figure 2. Model Training and Testing
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From the results of the final test of the model, the results of the confusion matrix for
the naive bayes algorithm in table 3, C4.5 or Decision Tree in table 4 and KNN in table 5

were obtained.

Table 3. Naive Bayes Confusion Matrix

true not loyal true loyal class precision
pred. not loyal 49 6 89.09%
pred. loyal 2 181 98.91%
class recall 96.08% 96.79%

180




O sinta

In table 3, pred not loyal and true not loyal amount to 49 a
amount to 181. Class recall true not loyal as much as 96.08% af
96.79%. Class precision pred not loyal 89.09% and pred loyal 98.81%.

Table 4. C4.5 Confusion Matrix

true not loyal true loyal class precision
pred. not loyal 43 0 100.00%
pred. loyal 8 187 95.90%
class recall 84.31% 100.00%

In table 4, pred not loyal and true not loyal amount to 43 and pred loyal and true loyal
amount to 187. Class recall true not loyal as much as 84.31% and true loyal as much as
100%. Class precision pred not loyal 100% and pred loyal 95.90%.

Table 5. KNN Confusion Matrix

true not loyal true loyal class precision
pred. not loyal 46 6 88.46%
pred. loyal 5 181 97.31%
class recall 90.20% 96.79%

In table 5, pred not loyal and true not loyal amount to 46 and pred loyal and true loyal
amount to 181. Class recall true not loyal as much as 90.20% and true loyal as much as
96.79%. Class precision pred not loyal 88.46% and pred loyal 97.31%.

The results of the ROC curve of the naive bayes algorithm can be seen in figure 3,
C4.5 or decision tree in figure 4, and KNN in figure 5.

AUC: 0,997 +/- 0,005 (micro average: 0.997) (positive class: loyal)

= ROC == ROC (Thresholds)
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Figure 3. Naive Bayes ROC Curve
Inside the ROC curve is the AUC value. The AUC value in figure 3 with the naive

bayes algorithm has the largest value of 0.997. AUC (optimistic) is 0.998 and AUC
(pessimistic) is 0.995.
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AUC: 0.953 +/- 0.068 (micro average: 0.953) {positive class: loyal)
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Figure 4. C4.5 ROC Curve

The AUC value in figure 4 with the C4.5 algorithm or decision tree is 0.953. AUC

(optimistic) is valued at 1 and AUC (pessimistic) is valued at 0.907.

AUC: 0.948 +/- 0.157 {micro average: 0.948) {positive class: loyal}
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Figure 5. KNN ROC Curve

The AUC value in figure 5 with the KNN algorithm is 0.948. AUC (optimistic) is
0.999 and AUC (pessimistic) is 0.996. The results of the confusion matrix are shown by
comparing the percentages of accuracy, precision, recall, and AUC values of the ROC

curve in the three algorithms (table 6).
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Table 6. Comparison of Confusion M
Algoritms | Accuracy | Precision | Recall
Naive Bayes | 96.67% | 98.92% | 96.78% |08
C4.5 96.67% | 96.13% | 100% | #P.953
KNN 95.40% | 97.49% | 96.78% | 0.948

In table 6 of the confusion matrix comparison, it can be concluded that the Naive
Bayes algorithm has an accuracy of 96.67% and an AUC of 0.997 higher than the C4.5
algorithm which ranks second with an accuracy of 96.67% and an AUC of 0.953. While
the third place is the KNN algorithm with an accuracy of 95.40% and an AUC of 0.948.

= Naive Bayes m C4.5 KNN

Figure 6. Comparison Accuracy

Naive Bayes' algorithm has better performance compared to C4.5 or Decision Tree and
KNN which can be seen in table 6. The three algorithms or methods used have a high
percentage of accuracy and AUC value, so they have high performance in processing
data. The accuracy percentage in figure 6 for the Naive Bayes and C4.5 algorithms is the
same at 96.67%, while for the KNN algorithm there is only a slight difference with Naive
Bayes and C4.5 at 95.40%. The difference between Naive Bayes and C4.5 is that Naive
Bayes' AUC value is greater at 0.997.

4. Conclusion

The conclusion of this study is that customer loyalty classification can be easily
done with three algorithms, namely Naive Bayes, and C4.5 or Decision Tree, and
KNN which is validated by the 10-fold cross-validation method so as to produce the
highest percentage of accuracy and the similarity of accuracy values from the Naive
Bayes and C4.5 algorithms, which is 96.67%. In the AUC value, it can be seen that
the Naive Bayes algorithm is superior to the C4.5 algorithm or Decision Tree and
KNN. The result of the highest AUC value is 0.997, the highest precision percentage
is 98.92% achieved by the Naive Bayes algorithm. The result of the highest recall
percentage is C4.5 of 100%. C.45 or Decision Tree also has a good AUC value of
0.953. The KNN algorithm also has a good AUC value of 0.948. The results of the
AUC value and accuracy percentage on the three algorithms prove that the
performance of the three algorithms is very good.

In the next research with a similar case, it is hoped that it can be developed by
comparing several other classification algorithms other than KNN, Naive Bayes, or C4.5
or Decision Tree.
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