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Abstract

Gross Regional Domestic Product (GRDP) is an indicator used to measure the economic performance of a region in a period. GRDP is the amount of added value generated by all business units in a particular area and can also be said to be the sum of the value of the final goods and services produced by all economic units. Therefore, this study aims to cluster the GRDP Growth Rate according to business fields in the city of Surabaya, so that it is known which sectors have high or low growth. The clustering algorithm used is K-Means. By using this method the data will be grouped into several clusters, where the implementation of the K-Means Clustering process uses the Rapid Miner tools. The data used is the GRDP Growth Rate in Surabaya City by Business Field, 2010-2019 (Percent). The data is divided into 3 clusters: high, medium and low. The results obtained are that there are 9 categories / sectors with high clusters, 5 categories / sectors with medium clusters and 3 categories / sectors with low clusters. This can be input and information for the Surabaya City government to further maximize efforts to increase the GRDP Growth Rate in the area.
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1. Introduction

GRDP is the amount of added value generated by all business units in a certain area. It can also be said to be the sum of the value of the final goods and services produced by all economic units. [1] [2]. Gross Regional Domestic Product (GRDP) is an indicator used to measure the economic performance of a region in a period [3][4]. The benefits of calculating the GRDP value are: (1) knowing and analyzing the structure or composition of the economy. From the GRDP calculation, it can be seen whether an area is an industrial, agricultural or service area and how much is the contribution of each sector; and (2) comparing the economy over time. Because the GRDP value is recorded every year, it will get a record number from year to year. Thus, it is hoped that information on the increase or decrease in whether there is a change or reduction in material prosperity or not [5]. For Indonesia, which is a developing country, economic growth is one of the goals that must be achieved in the implementation of development. The achievements of the Indonesian economy are strongly influenced by the existence of supporting sectors as part of economic improvement.

The specific purpose of this research is to provide input and information for the Surabaya City government to further maximize efforts to increase the GRDP Growth Rate in the area. Research data in the form of GRDP Growth Rate by Business Field in the City of Surabaya were obtained from the Central Statistics Agency of Surabaya City. The grouping method used in this study is the K-Means Clustering data mining algorithm. Apart from grouping, data mining is also often used for data classification problems [6]–[10].

Table 1. GRDP Growth Rate by Business Field, 2017-2019 (Percent)

<table>
<thead>
<tr>
<th>No</th>
<th>Category / Sector</th>
<th>2017</th>
<th>2018</th>
<th>2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Agriculture, Forestry and Fisheries</td>
<td>3.35</td>
<td>1.44</td>
<td>0.90</td>
</tr>
</tbody>
</table>
Many previous studies are related to this research, which discusses grouping using the K-Means algorithm, including:

- Research on the grouping of rice plants in Indonesia based on 34 provinces. The results of this study were in the form of rice plant data grouping which were divided into 3 clusters, namely the high cluster consisting of 3 provinces, the normal cluster consisting of 23 provinces and the low cluster consisting of 8 provinces [12].

- Subsequent research was carried out for grouping disaster-prone areas based on provinces in Indonesia. The results of this study are data grouping of disaster-prone areas divided into 3 clusters, namely the high cluster consisting of 4 provinces, the normal cluster consisting of 14 provinces and the low cluster consisting of 16 provinces [13].

- Next, the research was conducted to classify population density, human development index, open unemployment rate and school enrollment rates by province in Indonesia. The results of this research are cluster 1 consisting of 12 provinces, cluster 2 consisting of 6 provinces and cluster 3 consisting of 1 province, cluster 4 consisting of 6 provinces and cluster 5 consisting of 9 provinces [14].

These related studies are the background for conducting research to cluster the GRDP Growth Rate by Business Field in the city of Surabaya. The results of this study are in the form of clustering information on GRDP Growth Rate according to the Business Field in the city of Surabaya which is expected to provide input and information for the Surabaya City government to further maximize efforts to increase the GRDP Growth Rate in the area.

2. Research Methodology

2.1. Method of collecting data

Data collection uses quantitative methods, namely GRDP Growth Rate data according to business fields in the city of Surabaya in 2017-2019 (percent) taken from the Central Statistics Agency of Surabaya city.

2.2. Research Flowchart

The research flowchart of the K-Means clustering algorithm is presented in Figure 1 [15][16].
The steps of the K-Means algorithm can be explained as follows [17]–[21]:

1. Determine the number of clusters (k) in the data set.
2. Determine the center value (Centroid)
   
   Determination of the centroid value at the initial stage is carried out randomly, while in the iteration stage the formula is used as in equation (1) below.

   \[ V_{ij} = \frac{1}{N_i} \]  

   Explanation:
   \( V_{ij} \) = Centroid cluster average to-I for variable to-j
   \( N_i \) = Number of cluster members to-i
   \( i, k \) = Index of cluster
   \( j \) = Index of variable
   \( X^{kj} \) = data value to-k variable to-j for that cluster

3. On each record, calculate the closest distance to Centroid.

   There are several ways that can be used to measure the distance of data to the center of the group, including Euclidean, Manhattan / City Block, and Minkowsky. Each method has advantages and disadvantages of each. For writing in this chapter, the Centroid distance used is Euclidean Distance, with the following formula.

   \[ D_e = \sqrt{(x_i - s_i)^2 + (y_i - t_i)^2} \]  

   Explanation:
   \( D_e \) = Euclidean Distance
   \( i \) = The number of objects ²
   \( (x, y) \) = Object coordinates
   \( (s, t) \) = Centroid coordinates

4. Group objects by distance to the nearest Centroid
5. Repeat step 3 to step 4, iterating until Centroid is optimal.
3. Results and Discussion

3.1. Data Normalization

Before the data is processed using the K-Means algorithm, the data must first be normalized by taking the average GRDP Growth Rate according to business fields in the city of Surabaya (based on table 1). So the normalization data is obtained as in table 2.

<table>
<thead>
<tr>
<th>No</th>
<th>Category / Sector</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Agriculture, Forestry and Fisheries</td>
<td>0.34</td>
</tr>
<tr>
<td>2</td>
<td>Mining and excavation</td>
<td>0.70</td>
</tr>
<tr>
<td>3</td>
<td>Processing industry</td>
<td>1.24</td>
</tr>
<tr>
<td>4</td>
<td>Procurement of Electricity and Gas</td>
<td>3.55</td>
</tr>
<tr>
<td>5</td>
<td>Water Supply, Waste Management, Waste and Recycling</td>
<td>3.75</td>
</tr>
<tr>
<td>6</td>
<td>Construction</td>
<td>4.67</td>
</tr>
<tr>
<td>7</td>
<td>Wholesale and Retail Trade; Car and Motorcycle Repair</td>
<td>4.69</td>
</tr>
<tr>
<td>8</td>
<td>Transportation and Warehousing</td>
<td>5.10</td>
</tr>
<tr>
<td>9</td>
<td>Provision of Accommodation and Food and Drink</td>
<td>5.65</td>
</tr>
<tr>
<td>10</td>
<td>Information and Communication</td>
<td>6.09</td>
</tr>
<tr>
<td>11</td>
<td>Financial Services and Insurance</td>
<td>6.22</td>
</tr>
<tr>
<td>12</td>
<td>Real Estate</td>
<td>6.28</td>
</tr>
<tr>
<td>13</td>
<td>Company Services</td>
<td>6.87</td>
</tr>
<tr>
<td>14</td>
<td>Mandatory Government Administration, Defense and Social Security</td>
<td>7.08</td>
</tr>
<tr>
<td>15</td>
<td>Education Services</td>
<td>7.11</td>
</tr>
<tr>
<td>16</td>
<td>Health Services and Social Activities</td>
<td>7.35</td>
</tr>
<tr>
<td>17</td>
<td>Other services</td>
<td>8.04</td>
</tr>
</tbody>
</table>

3.2. Centroid Data

To get the midpoint value on Centroid data, it is necessary to make a provision that the desired clusterization is 3. Determination of the cluster is divided into 3 parts, namely the high cluster (C1), medium cluster (C2) and low cluster (C3). For the cluster point value is determined by taking the maximum value for the high cluster (C1), the average value for the medium cluster (C2) and the minimum value for the low-level cluster (C2). The cluster point value can be seen in table 3 (Based on table 1).

<table>
<thead>
<tr>
<th>Centroid</th>
<th>C1 (Max)</th>
<th>C2 (Ave)</th>
<th>C3 (Min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1 (Max)</td>
<td>8.64</td>
<td>7.81</td>
<td>7.67</td>
</tr>
<tr>
<td>C2 (Ave)</td>
<td>5.24</td>
<td>4.81</td>
<td>4.90</td>
</tr>
<tr>
<td>C3 (Min)</td>
<td>1.75</td>
<td>-1.44</td>
<td>-0.90</td>
</tr>
</tbody>
</table>

3.3. K-Means clustering with Rapidminer

The use of the K-Means algorithm for clustering the GRDP Growth Rate by Business Field in the City of Surabaya with the help of the RapidMiner 5.3 software is divided into 3 clusters, namely: high, medium and low. Following are the results of clustering and using the K-Means model with Rapid Miner 5.3.
Figure 2. Process K-Means with Rapidminer (K Value = 5)

Figure 3. Model Cluster and Results Clustering using K-Means

Based on Figure 3 it can be explained that of the three resulting clusters there are 5 items for Cluster_0, 3 items for Cluster_1 and 9 items for Cluster_2. For the final result of the Centroid table can be seen in Figure 4. While the results of the plot view cluster GRDP Growth Rate by Business Field in the City of Surabaya is presented in Figure 5.

![Centroid table](image)

Figure 4. Centroid table

![Plot View of Surabaya City GRDP Growth Rate](image)

Figure 5. Plot View of Surabaya City GRDP Growth Rate
Based on Figure 3 and Figure 4 and Figure 5 it can be explained that the low cluster is in Cluster_1 which consists of 3 items whose description can be seen in Figure 3. The cluster is currently at Cluster_0 which consists of 5 items whose description can also be seen in Figure 3 and the cluster height is at Cluster_2 which consists of 9 items (the description can be seen in figure 3).

3.4. Performance Vector K-Means

Seeing the performance of K-Means using the Rapid Miner tools is to add the% Performance operator which can evaluate the performance of the centroid-based clustering algorithm. This operator provides a list of performance criteria values based on cluster centroid. % Performance measurement parameters are Avg._within_centroid_distance and Davies Bouldin. In this study the results of Avg._within_centroid_distance = -2721 and Davies_Bouldin = -0.712. The results of K-Means performance using the Rapid Miner tools can be seen in Figure 6.

Figure 6. Performance Vector K-Means dengan Rapidminer

4. Conclusion
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