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Abstract 
Telkom Institute of Technology Purwokerto (ITTP) is one of the universities that 

always strives to improve the quality of services to stakeholders. One of the services 

provided is an online learning system known as e-learning. Currently, ITTP does not have 

an obvious measurement to determine the level of user satisfaction of the e-learning 

system. System user satisfaction is determined by the quality of the system. Therefore, the 

purpose of this research is to determine the user satisfaction of the ITTP e-learning 

system by referring to the attributes of the success information system model developed by 

DeLone & McLean. Attributes used include the Ease of use, Response time, Reliability, 

Flexibility, and Security. Respondent data related to the assessment of the e-learning 

system were further classified by applying the C4.5 Decision Tree algorithm. Based on 

the results of calculations and tests using Rapid Miner software, it is known that the 

classification of users who have the SATISFIED classification is 46 respondents and 27 

respondents are DISSATISFIED. Also, it is known that the flexibility of the ITTP e-

learning system is the main determinant indicator of user satisfaction followed by 

response time. 
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1. Introduction 
During the Industrial Revolution 4.0 era, students were learners who were familiar 

with digital media. The educational paradigm is changing rapidly due to the adoption of 

technology among a new generation of students [1]. Even in recent years, investment in 

online learning systems has occurred significantly. This investment should meet the needs 

of users of many online learning systems, or it will be poorly adapted, discontinued, 

abandoned, or even rejected by its main users, which is students [2]. The individual's level 

of technology acceptance has been widely researched in various literature that shows the 

intention to use technology is measured from user perceptions of technology attributes 

such as usefulness and ease of use [3]. 

An online learning system is often known as online learning, or electronic learning (e-

learning) is a digital-based learning technology device such as desktop computers, 

laptops, tablets, and smartphones[4]. Telkom Institute of Technology Purwokerto, one of 

the higher education institutions in Indonesia focused on technology has also developed 

an e-learning system developed by the Information Systems Unit to facilitate technology-

based learning. The investment provided is expected to meet the needs and expectations 

of each stakeholder. Various advantages are provided by online-learning such as ease and 

flexibility [5]. 

Telkom Institute of Technology Purwokerto is committed to continuously improving 

the quality of services in general to every stakeholder, including a commitment to 

improving the quality of online learning systems. However, recently ITTP has not been 

able to measure how far the satisfaction level of the stakeholder towards the quality of the 

e-learning system services has been given. System quality is an intensity that users can 

feel, that the system is easy to operate, connect, and learn, and also enjoy when used [6]. 



International Journal of Information System & Technology 

Akreditasi No. 36/E/KPT/2019 | Vol. 3, No. 2, (2020), pp. 323-331 

 

324 

According to[7], service quality can be explained by some attributes such as Ease of Use 

(EU), Response Time (RT), Reliability (R), Flexibility (F), and Security(S). 

The user's response to the high quality of the e-learning system in large amounts of 

data can be extracted and classified into useful information and knowledge. This 

knowledge is commonly known as Data Mining. Data mining is the most popular 

knowledge acquisition technique[8]. To be able to map user satisfaction of the ITTP e-

learning system and to measure the user satisfaction, it is necessary to research the 

analysis of user satisfaction online learning system using the data mining approach with 

Decision Tree C 4.5 Algorithm. The Decision Tree algorithm is generally selected 

because the decision tree is the best algorithm for data classification purposes with a 

minimum error rate [9]. 

 

2. Research Methodology  
2.1. Data Mining 

Data mining is the process of performing automatic extraction and generating 

predictive information from large databases [10]. Tennis's approach to data mining 

consists of several things, such as machine learning, statistics, and database systems. The 

purpose of data mining is to dig into and know the knowledge of large databases, which is 

converted into a format that can be understood and provide information to humans. The 

discovery of knowledge and data mining by an organization is an important component 

for the organization in its strategic decision-making[8]. Some of the utilization of 

information and knowledge from data mining results is currently widely implemented in 

several sectors ranging from trade, economy, social, politics, and tourism. Examples 

include market analysis, fraud detection, and control of the production amount of a 

product and also other science explorations [11]. One of the previous studies related to 

data mining for Education is the application of the Decision Tree C4.5 Algorithm for 

Evaluation of Educational Scholarships [12]. In previous research, the Decision Tree C4.5 

Algorithm was rated highly effective and accurate. 

 
Figure 1. Data Mining as a Stage in the Knowledge Discovery Process[11] 

 

Most people think of data mining as another more popular equation than Knowledge 

Discovery from Data or commonly abbreviated as KDD, and some others view data 

mining as a knowledge discovery process. Figure 1 illustrates the stages of the iterative 

knowledge discovery process as follows [11]: 

a) Data cleaning, step to remove the noise and inconsistent data. 

b) Data integration, step to combine the data from multiple data source. 

c) Data selection, step to retrieve the relevant data from the database to be analysed. 
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d) Data transformation, step to transform and consolidate the data into the appropriate 

form of the data mining. 

e) Data mining, step to extract the data pattern using the intelligent methods 

f) Pattern Evaluation, the step to identify the most attractive pattern and represent the 

knowledge based on the interest measurement. 

g) Knowledge presentation, step to present the knowledge by visualizing and 

representing the knowledge. 

 

2.2. Decision Trees 

The decision tree is a simple but powerful classification technique for analyzing 

multiple variables. The decision tree provides a unique ability to supplement, complement, 

and substitute a form of traditional statistical analysis (such as multiple linear regressions), 

various data mining techniques such as neural networks, and the most common is the 

development of a form of multidimensional analysis reporting on business 

intelligence[13]. The decision tree technique is generated from an algorithm that identifies 

how to split data into segments of a single branch as shown in Figure 2.  

 

 
Figure 2. Decision Tree Illustration[13] 

 

2.3. Algorithm C4.5  

Decision Tree C4.5 algorithm is an algorithm that has been widely used in machine 

learning. This algorithm is a development of the ID3 algorithm introduced by J. Ross 

Quinlan in 1993[12]. In making decision trees with the C4.5 algorithm there are several 

stages, namely[14]: 

a) Set up a training data set. The data can be data from responses from a system that has 

been grouped into specific classes. The data is the attributes and labels of event 

history. 

b) Specifies the node of the decision tree. To determine which node to select, it must 

previously be calculated the entropy value and gain of each attribute, the attribute 

that has the highest gain value, will be the first node. 

Entropy values are calculated by using the following formula: 

        ( )   ∑             
         (1) 

 

In which: 

S = case set 

n = number of S partition   

Pi = Proportion S1 to S 

Once each entropy value of each attribute is known, further is to calculate the gain 
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value using the following formula: 

    (   )          ( )  ∑
    

   
        (  ) 

       (2) 

 

Formula (2) is a formula commonly used in gain calculations after performing entropy 

calculations. Here's the description:  

S = case set 

n = number of A partition  

|Si| = number of case on i-partition  

|S| = number of case in s  

By knowing the above formulas, the data that has been obtained can be entered and 

processed with the C4.5 algorithm for the decision tree creation process 

 

The research stages performed are represented in Figure 3. Research stages are 

carried out from problem analysis, data collection, data testing by applying the C4.5 

algorithm to the classification of user satisfaction of the ITTP e-learning system, 

and the last stage is to analyze and conclude the results of the study. 

 

2.4. Problem Analysis 
This stage is an early stage in research. This stage aims to identify research 

problems in research objects, literature review, and formulate problem-solving 

solutions by determining one of the methods of problem-solving. 

 

2.5. Data Collection 

After identifying problems and designing solutions from this research, the next 

stage is data collection. This stage begins by compiling a user satisfaction 

questionnaire for the ITTP e-learning system. The questionnaire refers to the 

attributes of the success of the information system developed by Delone & McLean. 

The attributes in question are Ease of Use, Response time, Flexibility, Security, and 

Reliability with the conclusion label is "SATISFIED" and "DISSATISFIED". 

 

2.6. Testing the Data Using C4.5 Algorithm 

Calculating the respondent's satisfaction assessment data on the ITTP e-learning 

system by implementing formulas 1 and 2 of the Decision Tree C4.5 algorithm by 

looking for entropy values and gain from each attribute. After manual calculation, 

the respondent's data was also tested using Rapid Miner software. 

 

2.7. Result Analysis and Conclusion 

The next stage is analyzing the user satisfaction data of the ITTP e-learning 

system. In addition to analyzing user satisfaction, the analysis is also carried out by 

referring to the calculation results between the manual and the results of the 

simulation using Rapid Miner software. After analyzing the data, the next step is 

concluding the results of the study. 

 
Figure 3. Research Stages 
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4. Result and Discussion 
The sample data used are 73 respondents who are students from one of the major 

at Telkom Institute of Technology Purwokerto. The data was taken from 2019 to 

January 2020. The variables used contain Ease of Use (EU), Response Time (RT), 

Reliability (R), Flexibility (F), Security(S), and Satisfied (St) and Dissatisfied (DSt). 

As for the data obtained as shown in Table 1. Furthermore, the sample data was 

used to design the decision tree model. 

 

Table 1. The user satisfaction data of the ITTP e-learning system 

 
 

Table 2. The Calculation of entropy and gain on user satisfaction of the ITTP 
E-Learning system 

 
 

From Table 2 above, it is known that the attribute with the highest gain is 

Flexibility (F) with a gain value of 0.633591851; the flexibility node is then used as 

the root node. Tree decisions resulting from the calculation of entropy values and 

gain on node 1 can be described in Figure 4. 

 

 
Figure 4. Decision Tree on Node 1 
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Flexibility attributes that are of sufficient value have not been able to indicate the 

value to be a decision, so it is necessary to calculate entropy and further gain on 

node 1.1. 

 

Table 3. The Calculation on Node 1.1 based on Flexibility attribute 

 
 

From Table 3 above, it is known that the attribute with the highest gain is 

Response Time (RT) with a gain value of 0.322993814; next node Response time is 

used as the root node. Tree decisions resulting from the calculation of entropy 

values and gain on node 1.1 can be described in Figure 5. 

 
Figure 5. Decision Tree on Node 1.1 

 

Response Time attribute that is of sufficient value has not been able to indicate 

the value into a decision, so it is necessary to calculate entropy and further gain on 

node 1.2. 

 

Table 4. The Calculation on Node 1.2 based on Response Time attribute 
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Table 5. The Calculation on Node 1.3 based on Ease of Use Attribute 

 
 

The next step of the author uses Rapid Miner to form a Decision Tree. Based on 

the results of the data shown in Table 2, it is known that node F which is the 

Flexibility indicator of the ITTP e-learning system has the highest gain of 

0.633591851. Node F is used as the root node of the decision tree. 

 
Figure 6. Decision Tree on User Satisfaction of the ITTP E-learning system 

 

4. Conclusion 
Based on the results of mathematical analysis and testing using Rapid Miner 

software can be concluded as follows: 

a) The C4.5 Algorithm Decision Tree can be implemented to classify the user 

satisfaction of the ITTP e-learning system. 

b) From 73 respondents of the ITTP e-learning system users, 46 or about 63% of 

respondents expressed "SATISFACTION" and 27, or about 37% of respondents 

stated, "DISSATISFIED". This result indicates that the system is still 

acceptable to the user. 

c) There are 5 gain attributes that become the benchmark of the ITTP e-learning 

system users including Ease of use, Response time, Reliability, Flexibility, and 

Security attributes. 

d) Besides, it is known that the flexibility of the ITTP e-learning system becomes 

the main indicator of the determinant of user satisfaction followed by response 

time. 

 

Further research that can be done is to test the application of other methods in 

data mining such as ID3, Fuzzy, or others to classify user satisfaction with the ITTP 

e-learning system and other systems. This further research is intended to be able to 

identify the level of accuracy of the classification methods available in Data Mining. 
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